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We indicate how our subject emerges from the confluence of several streams of 
analysis, including the classical moment problems, the theory of positive matrices 
and subnormal operator theory. Some new properties H(n) (n = 1, 2, . . .) and a 
Hamburger-type weighted shift are considered via a Hamburger moment sequence. 
We discuss examples to show the various H(n) are distinct; study flatness, backward 
n-step extensions and perturbations of weighted shifts; and, given three initial 
weights α0, α1, α2 with α0 ≤ α2 < α1, we produce a completion: a weighted shift 
of Hamburger type but not subnormal, extending a (subnormal) completion by 
Stampfli in the case α0 < α1 < α2.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction and preliminaries

Let H be an infinite dimensional complex Hilbert space and let L(H) be the algebra of all bounded linear 
operators on H. We denote by [A, B] := AB −BA the commutator of A and B in L(H). Let N [resp., Z+] 
be the set of positive integers [resp., nonnegative integers]. We write R [resp., R+, C] for the set of real [resp. 
nonnegative real, complex] numbers and let R0

+ := R+\{0}.
An operator T in L(H) is subnormal if it is (unitarily equivalent to) the restriction of a normal operator 

to an invariant subspace, and hyponormal if [T ∗, T ] ≥ 0. It is well-known that an operator T in L(H)
is subnormal if and only if 

∑
0≤i,j≤n

〈
T ∗iT jhi, hj

〉
≥ 0 for all hi, hj ∈ H and n ∈ N [4,11]. For a fixed 

n ∈ N, an operator T ∈ L(H) is n-hyponormal if 
∑

0≤i,j≤n

〈
T ∗iT jhi, hj

〉
≥ 0 for all hi, hj ∈ H. Thus 

T ∈ L(H) is subnormal if and only if T is n-hyponormal for all n ∈ N. Obviously, the implications “sub-
normal ⇒ · · · ⇒ 2-hyponormal ⇒ hyponormal” hold, and it is well-known that each converse is not always
true [5,12].
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In the study of these classes, the weighted shifts Wα with weight sequence α = {αi}∞i=0 in R0
+ have 

played an important role. There are several standard questions and approaches to study the structure of 
weighted shifts Wα, such as flatness, backward extension of a weight sequence to a new one, completion of 
an initial segment of weights to a weight sequence, etc. Concerning flatness, J. Stampfli [17] proved that if 
Wα is subnormal with αn = αn+1 (n ∈ Z+), then α1 = α2 = · · · . His result about flatness in subnormal 
weighted shifts was improved to the case of 2-hyponormality in [5]. The subnormality of a weighted shift 
Wα is related closely to the Stieltjes moment problem which we describe next.

Given a sequence {γn}∞n=0 ⊂ R0
+, the Stieltjes moment problem entails determining whether there exists, 

and finding when it does, a positive Borel measure μ on R supported on R+ such that

γn =
∫
R+

tn dμ(t), n ∈ Z+.

Such a sequence {γn}∞n=0 [resp., measure μ] is called a Stieltjes moment sequence [resp., Stieltjes moment 
measure]. Furthermore, it is well-known that {γn}∞n=0 is a Stieltjes moment sequence if and only if the two 
infinite matrices (γi+j)0≤i,j<∞ and (γi+j+1)0≤i,j<∞ are positive (cf. [16]). (We mean by this slight – and 
common – abuse of language that each of the principal submatrices of (γi+j)0≤i,j<∞ and (γi+j+1)0≤i,j<∞
is non-negative.)

Given a sequence {γn}∞n=0 ⊂ R, the analogous Hamburger moment problem relaxes the requirement to a 
positive Borel measure μ supported merely on R such that

γn =
∫
R

tn dμ(t), n ∈ Z+.

If this is possible the sequence {γn}∞n=0 and measure μ are called a Hamburger moment sequence and 
a Hamburger moment measure, respectively. It follows from [16] that {γn}∞n=0 is a Hamburger moment 
sequence if and only if (γi+j)0≤i,j<∞ is positive.

We set some notation for the standard testing ground of weighted shift operators. Let {ei}i∈Z+ be the 
canonical orthonormal basis for �2(Z+). Given a weight sequence α = {αk}∞k=0 of positive real numbers, 
we define the weighted shift Wα by Wαek = αkek+1 and extend by linearity. (Observe that if the sequence 
{αk}∞k=0 is bounded then Wα is a bounded operator.) We define the moment sequence {γi}∞i=0 by

γ0 = 1; γi := α2
0 · · ·α2

i−1, i ∈ N.

Occasionally, when more than one shift is in play, we will use notation like “γn(Wα)” in the obvious sense.
We adopt, here and in what follows, the convention that we insist that the weights are non-negative (in 

fact, almost always positive); note that it is shown in [15] that for any property of interest preserved by 
unitary equivalence this restriction is without loss of generality. It is well-known that Wα is subnormal if 
and only if there is a (unique) positive Borel measure μ supported on [0, ‖Wα‖2] such that

γi =
∫
R+

ti dμ(t), i ∈ Z+,

which is as above equivalent to the positivity of the usual two infinite matrices of moments (γi+j)0≤i,j<∞
and (γi+j+1)0≤i,j<∞. (The obvious question of when such a measure exists, supported on a finite interval in 
R+, for a sequence {γn}∞n=0 is the classical Hausdorff moment problem, with attendant Hausdorff measure, 
Hausdorff sequence, and the necessary and sufficient condition just given.) The resulting measure μ is called 
the Berger measure (for Wα).
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Note that the subnormality of Wα is related to positivity of both of the infinite matrices (γi+j)0≤i,j<∞, 
(γi+j+1)0≤i,j<∞, where the positivity of the first guarantees that {γn}∞n=0 is a Hamburger moment sequence 
and the additional positivity of the second matrix promotes the sequence to a Stieltjes (and in the bounded 
case, Hausdorff) moment sequence (and subnormality results). In this paper, we consider what may be 
obtained from merely positivity of one or the other of the matrices, or principal submatrices of bounded 
size, for the standard matters of flatness, backward extensions, and completion problems for sequences and 
weighted shifts. For this purpose, we define properties H(n) and H̃(n) and discuss some operator properties 
related to them.

The organization of this paper is as follows. In Section 2, we give basic definitions, constructions, and 
examples. In Section 3, we discuss relationships among subnormality, Hamburger-type property, properties 
H(n) and H̃(n), and obtain some results distinguishing the various classes under study. In Section 4, we 
consider flatness (the propagation of equal adjacent weights to some or all other weights) and in Section 5
we consider matters of backward n-step extensions and perturbations. In Section 6 we consider completion 
problems (indicating, for example how to complete three initial weights and when the resulting completion 
results in a shift with positive weights) and finally give a remark.

For a subset E of a Hilbert space H, we denote by ∨E the closed linear span of E in H. And we let δp
denote the Dirac point mass measure at p throughout this paper. Some of the calculations in this paper 
were aided by use of the software tool Mathematica (see [13]).

2. Basic constructions

Let α = {αk}∞k=0 be a sequence of positive real numbers and let Wα be the associated weighted shift 
with weight sequence α. For k, n ∈ Z+, we set

Mn(k) =

⎛⎜⎜⎜⎜⎝
γk γk+1 · · · γk+n

γk+1 γk+2 · · · γk+n+1
...

...
. . .

...
γk+n γk+n+1 · · · γk+2n

⎞⎟⎟⎟⎟⎠ .

Note that the matrix is of size (n + 1) by (n + 1), and is, in fact, the standard matrix considered for 
n-hyponormality of weighted shifts (it is Theorem 4 of [5] that n-hyponormality of a weighted shift is 
equivalent to non-negativity of Mn(k) for all k ∈ Z+).

Definition 2.1. A weighted shift Wα has property H(n) [resp., property H̃(n)] if Mn(k) ≥ 0 for all k =
0, 2, 4, . . . [resp., Mn(k) ≥ 0 for all k = 1, 3, 5, . . .]. And Wα has property H(∞) [resp., property H̃(∞)] if it 
has property H(n) [resp., property H̃(n)] for all n ∈ N. In particular, we say that Wα is a Hamburger-type 
weighted shift if Wα has property H(∞).

Note that, for some n ∈ N, Wα is n-hyponormal if and only if Wα has both properties H(n) and H̃(n). 
Therefore Wα is subnormal if and only if it has properties H(n) and H̃(n) for all n ∈ N. Moreover, elementary 
computations show that Wα has property H(1) [resp., property H̃(1)] if and only if α2n+1 ≥ α2n [resp., 
α2n+2 ≥ α2n+1] for all n ∈ Z+. Obviously, then, the properties H(n) and H̃(n) are distinct for each n

and distinct from n-hyponormality, but note that the well-known fact that Wα is hyponormal (which is 
1-hyponormal) if and only if its weights are weakly increasing splits neatly into two requirements related to 
the properties H(1) and H̃(1). It turns out that, unsurprisingly, even property H(∞) does not imply either 
H̃(n) or n-hyponormality for any n (see Example 2.2).

We emphasize the fact that if Wα is Hamburger-type then the sequence {γn}∞n=0 ≥ 0 is a Hamburger 
moment sequence, but under our convention of positive weights it carries the additional information that 
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each γn is positive. If Wα is Hamburger-type we will sometimes call the measure associated to Wα the 
Hamburger measure μ.

We turn to some examples showing certain classes are distinct.

Example 2.2. Consider α : αn =
√

2n+1+(−1)n+1

2n+(−1)n (n ≥ 0). Observe that the measure μ = 1
2δ−1 + 1

2δ2 satisfies

γn = 1
2(2n + (−1)n) =

∫
R

tndμ(t), n ∈ Z+.

Hence Wα has property H(∞). But since det(γi+j+1)1i,j=0 = −9
2 < 0, Wα does not have property H̃(n) for 

any n ∈ N. So Wα is not n-hyponormal for any n ∈ N. This example shows that in general the properties 
H(∞) and H̃(n) (and thus certainly H̃(∞) and subnormality) are different.

In general, property H(n) does not imply property H(n + 1) for any n ∈ N.

Example 2.3. Let α :
√
x, 
√

k+1
k+2 (k ≥ 1) and let Wα be the associated weighted shift. By the techniques in 

the proof of [9, Th. 4] (and see originally [5, Prop. 7]), we obtain that Wα has property H(n) if and only if 
0 ≤ x ≤ (n+1)2

2n(n+2) for n ∈ N. (In fact, in this case, property H(n) for Wα is equivalent to n-hyponormality 
and the sole new thing to check is that what is in play is the property H(n) portion of n-hyponormality.)

Some improved examples related to properties H(n), H̃(n) and n-hyponormality will be discussed in the 
next section.

We pause to record an easy fact motivated by the example below of a “backward 1-step extension.”

Example 2.4. (Continued from Example 2.2.) Let

α(x) : α0 =
√
x, αn =

√
2n+1 + (−1)n+1

2n + (−1)n , n ≥ 1,

where x is a positive real variable. Then a direct computation shows that
(i) Wα(x) has property H(1) if and only if 0 < x ≤ 5,
(ii) Wα(x) has property H(n) for some n ≥ 2 [or, for all n ≥ 1] if and only if 0 < x ≤ 1

2 , which is 
equivalent to Wα(x) has property H(∞).

Recall that given a weight sequence α = {αk}∞k=0 (or weighted shift Wα), and given positive 
xm, xm−1, . . . , x1 we may define the backward m-step extension α(xm, xm−1, . . . , x1) by α(xm, xm−1,

. . . , x1) = xm, xm−1, . . . , x1, α0, α1, . . . . (Equivalently, given the shift Wα, we may define a new shift 
Wα(xm,xm−1,...,x1) in the obvious way.) We will consider such backward m-step extensions further in Section 5, 
but for now we note that it is easy to see (by considering the matrices) that if Wα has some property H(n), 
then a backward 1-step extension of Wα has property H̃(n).

It is worthwhile to mention briefly the matter of uniqueness for the measure associated with a Hamburger 
moment sequence.

Remark 2.5. In fact, it is well known that the Hamburger moment measure need not be unique (often called 
“indeterminacy”). However, if {γn}∞n=0 is such that there exist C and D such that |γn| ≤ C ·Dn · n! for all 
n ∈ Z+, the associate measure μ is unique (see [14, p. 205]). (In fact, there is a yet more general sufficient 
condition due to Carleman (see [2]).) Since we consider bounded shifts, we have αn ≤ ‖Wα‖2 =: K, and 
clearly γn ≤ Kn for all n, and thus any solution, if it exists, is unique. It may be of interest to consider 
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unbounded densely defined shifts, or some of these questions in the indeterminate case, but we do not 
consider such matters here.

3. Distinctions

Recall the determinant of the Cauchy matrix with (i, j) entry 1
xi+yj

is

∏
0≤i<j≤n(xj − xi)(yj − yi)∏

0≤i,j≤n(xi + yj)
. (3.1)

We now give a proposition showing that the properties H(n), H̃(n) and n-hyponormality are distinct by 
using the Cauchy determinant formula (3.1). Denote the determinant of a matrix M by |M |.

Proposition 3.1. Let α(x) :
√

1
2 , 
√
x, 
{√

k+1
k+2

}∞

k=2
be a weight sequence where x is a positive real variable 

and let Wα(x) be the associated weighted shift with weight sequence α(x). Then, for n ≥ 2,

(i) Wα(x) has property H(n) if and only if δ(1)
n ≤ x ≤ δ

(2)
n , where δ(1)

n and δ(2)
n are roots of Φn(x) =

Anx
2 + Bnx + Cn with

An := −1
4 (n + 1)−2 (10n + 9n2 + 4n3 + n4 − 8

)
(n + 3) (n− 1)n,

Bn := 1
3 (n + 2)−1 (12n3 − 8n2 − 24n + 13n4 + 6n5 + n6 + 24

)
,

Cn := −1
9n

2(n + 1)2(n + 2).

(ii) Wα(x) has property H̃(n) if and only if 0 < x ≤ 2(n+1)2(n+2)2
3(n2+3n)(n2+3n+4) =: δ(3)

n (note that 0 < δ
(1)
n < δ

(3)
n <

δ
(2)
n (n ≥ 2), δ(1)

n ↗ 2
3 and δ(2)

n ↘ 2
3 ).

(iii) Wα(x) is n-hyponormal [resp., subnormal] if and only if δ(1)
n ≤ x ≤ δ

(3)
n [resp., x = 2

3 ].

Proof. (i) To consider the properties H(n) of Wα(x), we study Mn(0) = 3x
2 Δn(x), where

Δn := Δn(x) =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

2
3x

1
3x

1
3 · · · 1

n+1
1
3x

1
3

1
4 · · · 1

n+2
1
3

1
4

1
5 · · · 1

n+3
...

...
...

. . .
...

1
n+1

1
n+2

1
n+3 · · · 1

2n+1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
.

By some elementary determinant operations, we may prove that

|Δn| =
(

2
3x − 1

)
|Δ(1)

n | + 2
(
− 1

3x + 1
2

)
|Δ(2)

n | + |Δ(3)
n | −

(
1
3x − 1

2

)2

|Δ(4)
n |

with

Δ(1)
n =

⎛⎜⎜⎜⎜⎝
1
3

1
4 · · · 1

n+2
1
4

1
5 · · · 1

n+3
...

...
. . .

...
1 1 · · · 1

⎞⎟⎟⎟⎟⎠ , Δ(2)
n =

⎛⎜⎜⎜⎜⎝
1
2

1
4 · · · 1

n+2
1
3

1
5 · · · 1

n+3
...

...
. . .

...
1 1 · · · 1

⎞⎟⎟⎟⎟⎠ ,
n+2 n+3 2n+1 n+1 n+3 2n+1
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Δ(3)
n =

⎛⎜⎜⎜⎜⎝
1 1

2 · · · 1
n+1

1
2

1
3 · · · 1

n+2
...

...
. . .

...
1

n+1
1

n+2 · · · 1
2n+1

⎞⎟⎟⎟⎟⎠ , Δ(4)
n =

⎛⎜⎜⎜⎜⎝
1
5

1
6 · · · 1

n+3
1
6

1
7 · · · 1

n+4
...

...
. . .

...
1

n+3
1

n+4 · · · 1
2n+1

⎞⎟⎟⎟⎟⎠ ,

where Δ(i)
n , i = 1, 3, 4, are Cauchy matrices and Δ(2)

n is a submatrix removing the second column and last 
row from a Cauchy matrix. It follows from a direct computation applying (3.1) that

|Δn| = 122n!
(

n−1∏
k=4

k!
)3( 2n+1∏

k=n+3

k!
)−1

1
x2 Φn(x),

where Φn(x) is the quadratic polynomial as in (i). (For an example of the method to compute a determinant 
for a matrix with an “omitted column,” see the computations following equation (3.4) of [1].) For x ∈ R0

+
such that Φn(x) ≥ 0, we can check easily that Φk(x) > 0, i.e., |Δk(x)| > 0, k = 2, 3, . . . , n −1. This allows us 
to use Sylvester’s criterion (which is often called the Nested Determinant Test; for example, see [6, p. 213]) 
for positivity of a matrix: since the principle submatrices Δk(x) have strictly positive determinants, Δn ≥ 0
if and only if |Δn| ≥ 0, i.e., Φn(x) ≥ 0, which proves (i).

(ii) This case can be proved easily by following the same methods as for (i).
(iii) It follows from some direct computations that 0 < δ

(1)
n < δ

(3)
n < δ

(2)
n for n ≥ 2. The remaining parts 

are trivial. �
For the next proposition we will use the observation that if 

(
n
k

)
is the usual binomial coefficient, then it 

is bounded above by nk.

Proposition 3.2. For any n ∈ N, there exists a Hamburger-type weighted shift which is not subnormal but 
has property H̃(n).

Proof. We will consider measures of the form

dμ := 1
1 + ε

(
εδ−ε + χ[0,1](t)dt

)
, 0 < ε < 1, (3.2)

where in fact ε will usually be close to zero.
We leave to the reader to show that if ε is sufficiently small then the moments γk are all positive, and 

assume henceforth without comment that we restrict to such ε. Note also that when we consider positivity 
of matrices of the γk of fixed size, since each γk includes the normalizing factor 1

1+ε we may ignore it, and 
consider instead matrices with entries γ′

k := (1 + ε)γk.
Fix n a positive integer. To obtain property H̃(n), we must consider the positivity, for k odd, of matrices 

of the form

M ′
n(k) =

⎛⎜⎜⎜⎜⎝
γ′
k γ′

k+1 . . . γ′
k+n

γ′
k+1 γ′

k+2 . . . γ′
k+n+1

...
...

. . .
...

γ′
k+n γ′

k+n+1 . . . γ′
k+2n

⎞⎟⎟⎟⎟⎠

=

⎛⎜⎜⎜⎜⎝
1

k+1 + ε(−ε)k 1
k+2 + ε(−ε)k+1 . . . 1

k+n+1 + ε(−ε)k+n

1
k+2 + ε(−ε)k+1 1

k+3 + ε(−ε)k+2 . . . 1
k+n+2 + ε(−ε)k+n+1

...
...

. . .
...

1 + ε(−ε)k+n 1 + ε(−ε)k+n+1 . . . 1 + ε(−ε)k+2n

⎞⎟⎟⎟⎟⎠ .
k+n+1 k+n+2 k+2n+1
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Denote by Cn(k) the matrix resulting from the above with ε set to 0; of course this is one of the Hilbert 
submatrices and is known to be invertible (we will shortly give its inverse from [3]). Observe that we may 
write M ′

n(k) = Cn(k) + cr, where r is the row vector r = (−1, ε, −ε2, . . . , ε(−ε)n−1) and c is the column 
vector whose transpose is cT = (εk+1, −εk+2, . . . , (−ε)k+n+1). It is then known that

detM ′
n(k) = detCn(k)(1 + r(Cn(k))−1c),

which comes from Sylvester’s determinant theorem (cf. [18]).
We will first show there is ε′n such that for all 0 < ε < ε′n, the quantities 1 + rCn(k)−1c are positive for 

all k ≥ 1. Citing [3], we have that the (i, j)th entry of Cn(k)−1 is

(−1)i+j(k + i + j + 1)
(
k + n + i + 1

n− j

)(
k + n + j + 1

n− i

)(
k + i + j

i

)(
k + i + j

j

)
.

By the remark above the term 
(
k+n+i+1

n−j

)
is bounded above by (k + n + i + 1)n−j which is clearly in turn 

bounded above by (k + 2n + 1)n. Treating the other terms similarly, we have that each entry of Cn(k)−1

is bounded above by (k + 2n + 1)4n+1, and, in particular, is of order no higher than k4n+1 in k. It follows 
from a direct computation that

‖Cn(k)−1‖ ≤ (n + 1)(k + 2n + 1)4n+1.

With obvious estimates for ‖r‖ and ‖c‖, we have

|rCn(k)−1c| ≤ εk+1(n + 1)2(2n + k + 1)4n+1.

But it is then elementary that for ε sufficiently small, we may ensure this quantity is less than 1 for all k, 
and so ensure that for some ε′n > 0 and for all ε < ε′n, detM ′

n(k) is strictly positive for all k = 1, 2, . . . (and 
then in particular for odd k).

Now our goal is positivity of the matrices M ′
n(k), and so far we have merely positivity of their deter-

minants. To use the nested determinant test, we need as well positivity of principal submatrices. However, 
since we may perform the above analysis for each j, 1 ≤ j ≤ n, yielding ε′j , we finish by noting we have 

positivity of the M ′
n(k) for all k odd and all 0 < ε < εn := min{ε′1, . . . , ε′n}, which is exactly property H̃(n)

for such ε. �
Using exact calculations with Mathematica [13] and some elementary calculus (which we do not reproduce 

here), one can show that with ε set to 1/2 in the above construction one obtains a Hamburger sequence of 
moments which are all positive but so that property H̃(1) does not hold (so the shift is not hyponormal); 
with ε set to 1/10 the shift has property H̃(1) by not H̃(2) (so it is hyponormal but not 2-hyponormal); with 
ε set to 88/1000 the shift has property H̃(2) by not H̃(3) (so it is 2-hyponormal but not 3-hyponormal). 
We conjecture that similar values of ε exist for this example to separate one “H(∞) + H̃(n)” from the next 
but cannot evaluate the relevant determinants in general.

We have the result analogous to that of Proposition 3.2 with the roles of property H(n) and property 
H̃(n) reversed.

Proposition 3.3. For any n ∈ N, there exists a weighted shift Wα which is not subnormal but has property 
H̃(∞) and property H(n).

Proof. Fix n ∈ N and consider the shift (Hamburger-type) Wα produced in the proof of Proposition 3.2 (for 
that same n). Let the weight sequence of Wα be α : α0, α1, . . . , and form a backward 1-step extension α(x)



588 G.R. Exner et al. / J. Math. Anal. Appl. 427 (2015) 581–599
by prefixing a weight x. It is easy to see that the weighted shift Wα(x) has property H̃(∞) and the only 
matrix whose positivity is in doubt for H(n) is Mn(0)(Wα(x)). Recall that in the course of the construction 
of Wα we ensured strict positivity (and positive determinant) of Mn−1(1)(Wα). One term in the determinant 
expansion of Mn(0)(Wα(x)) by the first row is 1 · x2Mn−1(1)(Wα), and note that this is positive for any 
x > 0 and has order 2n in x. Any other term in the determinant expansion of Mn(0)(Wα(x)) by the first 
row is of order 2n +2 in x, and so we may make Mn(0)(Wα(x)) positive by taking x sufficiently small, which 
completes the argument that Wα(x) has property H(n). �
4. Flatness

We now consider the flatness of weighted shifts with property H(n). As we discussed in the introduction, 
if Wα is subnormal (even 2-hyponormal) with αn = αn+1 (n ∈ Z+), then α1 = α2 = · · · . But this flatness 
property need not hold in weighted shifts with property H(2) as we show next.

Example 4.1. Let α(x) be given by

√
x,
√

31/17,
√

31/17,
√

31/17,
√

31/17,
√

65/31, αn =

√
2n+1 + (−1)n+1

2n + (−1)n (n ≥ 6).

(Recall that the tail of this sequence arises from μ = 1
2δ−1+ 1

2δ2 as in Example 2.2 and therefore Wα|∨{ei}∞
i=4

is of Hamburger-type.) One computes that detM1(0) = γ0γ1(31/17 −x), detM2(0) = 0, detM1(2) = 0, and 
detM2(2) = 0. Positivity of other M1(2k) and M2(2k) is ensured because we have a Hamburger-type tail. 
Observe that Wα(x) has property H(2) if and only if 0 < x ≤ 31/17. Thus, a weighted shift with property 
H(2) may have five equal (successive) weights without being flat.

It turns out that property H(n) for any n ≥ 3 is sufficient to guarantee flatness if the two successive 
equal weights begin at an even index.

Theorem 4.2. Let Wα be a weighted shift with property H(3). If α2n = α2n+1 for some n ∈ Z+, then 
α1 = α2 = · · · .

Proof. Observe first that since the shift corresponding to the weight sequence x, 1, 1, . . . is subnormal for 
any 0 ≤ x ≤ 1, it is impossible to extend flatness to include α0.

Since M2(2k) ≥ 0 for all k ∈ Z+, by using the condition α2n = α2n+1, we obtain

detM2(2n) = γ2nγ2n+1γ2n+2

∣∣∣∣∣∣∣
1 α2

2n α2
2nα

2
2n+1

1 α2
2n+1 α2

2n+1α
2
2n+2

1 α2
2n+2 α2

2n+2α
2
2n+3

∣∣∣∣∣∣∣
= −γ2nγ2n+1γ2n+2α

2
2n+1(α2

2n+2 − α2
2n+1)2 ≥ 0,

where | · | denotes the determinant of a matrix, so obviously, α2n+1 = α2n+2. Also, since M3(2k) ≥ 0 for all 
k ∈ Z+, by using the condition α2n = α2n+1 = α2n+2, we get

detM3(2n) = γ2nγ2n+1γ2n+2γ2n+3

∣∣∣∣∣∣∣∣∣
1 α2

2n α2
2nα

2
2n+1 α2

2nα
2
2n+1α

2
2n+2

1 α2
2n+1 α2

2n+1α
2
2n+2 α2

2n+1α
2
2n+2α

2
2n+3

1 α2
2n+2 α2

2n+2α
2
2n+3 α2

2n+2α
2
2n+3α

2
2n+4

1 α2
2n+3 α2

2n+3α
2
2n+4 α2

2n+3α
2
2n+4α

2
2n+5

∣∣∣∣∣∣∣∣∣
= γ2nγ2n+1γ2n+2γ2n+3α

6
2n+2

(
α2

2n+2 − α2
2n+3

)3
.
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Since detM2(2n) = 0, it follows from [6, Prop. 2.6] that detM3(2n) = 0. So α2n+2 = α2n+3, i.e., α2n =
α2n+1 = α2n+2 = α2n+3. Since Wα|∨{ei}∞

i=2n+2
is a weighted shift with property H(3) such that α2n+2 =

α2n+3, by repeating the above method, we get α2n+2 = α2n+3 = α2n+k for all k ≥ 4.
On the other hand, since M2(2k − 2) ≥ 0 for all k ∈ N, by using the condition α2n = α2n+1 in the 

hypothesis, we get

detM2(2n− 2) = γ2n−2γ2n−1γ2n

∣∣∣∣∣∣∣
1 α2

2n−2 α2
2n−2α

2
2n−1

1 α2
2n−1 α2

2n−1α
2
2n

1 α2
2n α2

2nα
2
2n+1

∣∣∣∣∣∣∣
= −γ2n−2γ2n−1γ2nα

2
2n−2(α2

2n − α2
2n−1)2 ≥ 0,

which implies obviously that α2n−1 = α2n. If n is 1, we stop here. Suppose n ≥ 2. Since M3(2k− 4) ≥ 0 for 
all k ∈ N \ {1}, via the condition α2n−1 = α2n = α2n+1, we get

detM3(2n− 4) = γ2n−4γ2n−3γ2n−2γ2n−1

∣∣∣∣∣∣∣∣∣∣
1 α2

2n−4 α2
2n−4α

2
2n−3 α2

2n−4α
2
2n−3α

2
2n−2

1 α2
2n−3 α2

2n−3α
2
2n−2 α2

2n−3α
2
2n−2α

2
2n−1

1 α2
2n−2 α2

2n−2α
2
2n−1 α2

2n−2α
2
2n−1α

2
2n

1 α2
2n−1 α2

2n−1α
2
2n α2

2n−1α
2
2nα

2
2n+1

∣∣∣∣∣∣∣∣∣∣
= −γ2n−4γ2n−3γ2n−2γ2n−1α

2
2n−4α

4
2n−3(α2

2n−1 − α2
2n−2)3.

Again using [6, Prop. 2.6] together with the fact detM2(2n − 2) = 0, we get detM3(2n − 4) = 0, so 
α2n−1 = α2n−2 = α2n = α2n+1. Repeat this processes until we get the equality α1 = · · · = α2n. �

Observe that in the work above we have actually proved along the way the following limited “propagation” 
result (and compare Example 4.1).

Corollary 4.3. Let Wα be a weighted shift with property H(2). If α2n = α2n+1 for some n ∈ Z+, then 
α2n−1 = α2n = α2n+1 = α2n+2.

We leave to the interested reader the formulation of the results analogous to Theorem 4.2 and Corollary 4.3
in their versions for the properties H̃(n). These follow easily upon noting that if Wα has some property 
H̃(n), then the restriction Wα|∨{ei}∞

i=1
has property H(n). Observe also that the combination of properties 

H(2) and H̃(2) is equivalent to 2-hyponormality, and thus we may recapture the result of Curto in [5] from 
the two limited left- and right-propagation results.

It is natural to ask what propagation results, if any, arise from the combination of some property H(n)
and α2k−1 = α2k. The next theorem shows that property H(n) does not yield (further) flatness for any n.

Theorem 4.4. Let α(x) be a weight sequence given by

α(x) :
√
x,
√

2/3,
√

2/3,
√

4/5, αk =
√

k + 1
k + 2 (k ≥ 4)

with x a positive real variable. Suppose n ≥ 3. Then there exist δn ∈ (0, 2/3) with δ3 ≥ δ4 ≥ · · · such that 
the weighted shift Wα(x) has property H(n) for any x ∈ (0, δn] but does not have property H(n) for any 
x ∈ (δn, 2/3].
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Proof. Observe that

Fn(x) := 9
16x detMn(0) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

9
16x

9
16

3
8

1
4 · · · 1

n+1
9
16

3
8

1
4

1
5 · · · 1

n+2
3
8

1
4

1
5

1
6 · · · 1

n+3
1
4

1
5

1
6

. . . . . .
...

...
...

...
. . . . . .

...
1

n+1
1

n+2
1

n+3 · · · · · · 1
2n+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 1
x

9
16

∣∣∣∣∣∣∣∣∣∣∣∣∣

3
8

1
4

1
5 · · · 1

n+2
1
4

1
5

1
6 · · · 1

n+3
1
5

1
6

. . . . . .
...

...
...

. . . . . .
...

1
n+2

1
n+3 · · · · · · 1

2n+1

∣∣∣∣∣∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 9
16

3
8

1
4 · · · 1

n+1
9
16

3
8

1
4

1
5 · · · 1

n+2
3
8

1
4

1
5

1
6 · · · 1

n+3
1
4

1
5

1
6

. . . . . .
...

...
...

...
. . . . . .

...
1

n+1
1

n+2
1

n+3 · · · · · · 1
2n+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=: 1

x
an + bn.

By a direct computation with the determinant formula (3.1), we can see easily an > 0, indeed,

an = 9
16
(
288 + n2(n + 1)2(n + 2)2

)( n−1∏
k=1

k!
)3

n!(n + 1)!
(

288
2n+1∏
k=n+2

k!
)−1

.

This implies that Fn(x) ≥ 0 on some interval (0, εn). Put

fn := sup{x ∈ (0, 2/3) : Fn(x) ≥ 0}, n ≥ 3.

Then set δn = min{fi : i ≤ n} for n ≥ 3. If x < δn, then each Fi(x) is strictly positive, and it follows easily 
from the Nested Determinant Test that Wα(x) has property H(n); then Wα(x) has the property H(n) on 
the interval (0, δn] since positivity varies continuously with x. Obviously, δ3 ≥ δ4 ≥ · · · , and these are the 
required numbers. �
Remark 4.5. For our convenience, we record that

δn = sup{x ∈ (0, 2/3] : Wα(x) has property H(n)}, n ∈ N,

where δn are as in the proof of Theorem 4.4. By direct computation with [13], we may check δ1 = δ2 = 2
3 >

δ3 = 18
55 , and δ4 = 850

10459 , etc., and obtain easily the values δn for low numbers n, for example, n = 3, 4, . . . , 20, 
etc. The Cauchy determinant formula (3.1) provides a good information to estimate the exact values δn
for n ∈ N and the limit of the sequence {δn}∞n=1. We leave their computations of values in n to interested 
readers. We note also that it appears that δn = fn (that is, the positivity of the matrix is in fact driven by 
the positivity of its determinant and not those of submatrices) but we are unable to show this in general.

5. Backward extensions and perturbations

Suppose Wα is a Hamburger-type weighted shift. Let α(x) : x, α0, α1, · · · be a backward 1-step extension 
of the weight sequence α. It turns out as we see next that such a “backward 1-step” extension is not, perhaps, 
the natural thing to study.
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Proposition 5.1. Suppose Wα is a Hamburger-type weighted shift such that for some x > 0, Wα(x) is a 
Hamburger-type weighted shift. Then Wα is subnormal. In this case, any backward 1-step extension Wα(x)
of Wα is a Hamburger-type shift if and only if Wα(x) is subnormal.

Proof. Suppose that for some x > 0, Wα(x) is a Hamburger-type weighted shift. It is easy to see that for 
any n ∈ N and k ∈ Z+, Mn(2k + 1)Wα(x) = x2Mn(2k)(Wα) and therefore will be positive since Wα has 
property H(n). It follows that Wα(x) has property H̃(∞), and since by assumption it has property H(∞), 
it is subnormal. Therefore Wα is subnormal, since it is a restriction of Wα(x). The remaining assertion is 
then obvious. �

Note that the proof of Proposition 5.1 shows that if Wα has property H(n) (respectively, is Hamburger-
type), then any backward 1-step extension has property H̃(n) (respectively, has property H̃(∞)). The 
converse is equally easy.

The same sort of approach yields the following proposition.

Proposition 5.2. Let Wα be a Hamburger-type weighted shift with property H̃(n) for some n ∈ N. Suppose 
Mn(1) is strictly positive. Then there exists x ∈ R0

+ such that Wα(x) has property H̃(∞) and H(n).

Proof. It is easy to see that it is enough to ensure the positivity of Mn(0)(Wα(x)). Since Mn(1)(Wα) is pos-
itive, so is Mn−1(1)(Wα), and it suffices to take x in R0

+ small enough as in the proof of Proposition 3.3. �
The results above impel us to study backward extensions of “even” length. Consider now a backward 

extension of length two: Wα with α : α0, α1, . . . and α(x, y) : x, y, α0, α1, . . . yielding the corresponding 
weighted shift Wα(x,y). The results here then work in any determinate case (for an unbounded densely 
defined shift) but it may be interesting to consider extensions in the indeterminate case. The following is 
completely parallel to portions of [10, Lemma 2.1], and see also [5, Prop. 8].

Theorem 5.3. Suppose Wα is a Hamburger-type weighted shift with α = {αi}∞i=0. Let α(x, y) : x, y, α0, α1, · · ·
be a backward 2-step extension of α, where x, y ∈ R0

+. Then Wα(x,y) is a Hamburger-type weighted shift if 
and only if the following four conditions hold:

1
t2

∈ L1(μ),
∫
R

1
t
dμ(t) > 0, y = 1( ∫

R

1
t dμ(t)

) 1
2
, 0 < x ≤

( ∫
R

1
t dμ(t)∫

R

1
t2 dμ(t)

) 1
2

, (5.1)

where μ is the Hamburger measure associated with Wα. In this case, Wα(x,y) has Hamburger measure ν
defined by

dν = λδ0 + x2y2 · 1
t2
dμ, where λ = 1 − x2y2

∫
R

1
t2
dμ.

Proof. We first show that if the conditions in (5.1) hold, Wα(x,y) has property H(∞) and ν is as claimed. 
Since 1

t2 ∈ L1(μ) and 1 ∈ L1(μ) (because 
∫
R

1dμ = 1), it is easy to see that 1
t ∈ L1(μ). Set

y = 1
(
∫
R

1
t dμ(t)) 1

2
. (5.2)

Let x ∈ R be such that
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0 < x ≤
( ∫

R

1
t dμ(t)∫

R

1
t2 dμ(t)

) 1
2

.

Then clearly x2y2 ∫
R

1
t2 dμ ≤ 1. Set λ = 1 − x2y2 ∫

R

1
t2 dμ. Consider the measure

dν = λδ0 + x2y2 1
t2
dμ.

One checks easily that 
∫
R

1dν = 1, so ν is a probability measure. Further, using (5.2),

∫
R

tdν =
∫
R

t

(
λδ0 + x2y2 1

t2
dμ

)
= x2y2

∫
R

1
t
dμ = x2.

Also, ∫
R

t2dν =
∫
R

t2
(
λδ0 + x2y2 1

t2
dμ

)
= x2y2.

Further, ∫
R

tndν =
∫
R

tn
(
λδ0 + x2y2 1

t2
dμ

)

= x2y2
∫
R

tn−2dμ

= x2y2γn−2(Wα) = γn(Wα(x,y)), n ≥ 3.

Thus ν is a Hamburger measure yielding the moments of Wα(x,y), so Wα(x,y) has property H(∞) and has 
the measure claimed (where as noted before we have uniqueness because ‖Wα(x,y)‖ < ∞).

Note in passing that from Hölder’s inequality and since μ is a probability measure,

⎛⎝∫
R

1
t
dμ

⎞⎠2

≤

⎛⎝∫
R

1
t
· 1dμ

⎞⎠2

≤

⎡⎢⎣
⎛⎝∫

R

1
t2

· 1dμ

⎞⎠
1
2

·

⎛⎝∫
R

12dμ

⎞⎠
1
2
⎤⎥⎦

2

≤
∫
R

1
t2
dμ.

Thus ∫
R

1
t dμ∫

R

1
t2 dμ

≤ 1∫
R

1
t dμ

.

Therefore the third condition forces x ≤ y, which we know is required for even property H(1) for the 
backward extension.
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Suppose now that there exist x and y (positive) so that Wα(x,y) has property H(∞). Clearly

γk(Wα) · x2 · y2 = γk+2(Wα(x,y)), k ≥ 2.

Also, there exists a Hamburger measure ν̂ so that

γk+2(Wα(x,y)) =
∫
R

tk+2dν̂(t).

Then

1
x2y2

∫
R

tk+2dν̂(t) =
∫
R

tkdμ(t), k ≥ 0. (5.3)

By uniqueness of solutions in our (bounded) setting thus implies

dν̂ = dβ̂ + x2y2 1
t2
dμ, (5.4)

where β̂ is some atomic measure with all moments zero except possibly the zeroth and first. Observe also 
that necessarily 1

t2 ∈ L1(μ) and μ({0}) = 0, which is the first condition. Note that if supp β̂ � {0}, then ∫
R
t2dβ̂ = 0, which contradicts (5.3) and (5.4) taken together. Then ν̂ has the form

dν̂ = λδ0 + x2y2 1
t2
dμ, (5.5)

where λ ≥ 0 is such that ν̂ is a probability measure. Using that ν̂ captures the moments of α(x, y) and 
computing with (5.5),

x2 =
∫
R

tdν̂ =
∫
R

t(λδ0 + x2y2 1
t2
dμ) = x2y2

∫
R

1
t
dμ.

Note that since 1
t2 ∈ L1(μ), and 1 ∈ L1(μ), one has |1t | ∈ L1(μ) and so 1

t ∈ L1(μ). Thus using x = 0, 
1 = y2 ·

∫
R

1
t dμ, and we must have ∫

R

1
t
dμ > 0 and y = 1

(
∫
R

1
t dμ)1/2

. (5.6)

Finally, from λ ≥ 0 we have

x2y2
∫
R

1
t2
dμ ≤ 1,

which given (5.6) yields the last condition and we are done. �
The following remark can be obtained from the proof of Theorem 5.3.

Remark 5.4. The weight y in Theorem 5.3 is completely and uniquely determined by α (or equivalently μ). 
Further, if λ = 0 (equivalently, ν̂({0}) = 0) x is also uniquely determined at its maximum possible value.

We may generalize to longer backward extensions in a familiar way (cf., for example, Theorem 3.5 of [10]).
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Theorem 5.5. Let Wα be a Hamburger-type weighted shift with weight sequence α = {αi}∞i=0 and let μ be the 
associated Hamburger measure. Suppose x1, x2, . . . , x2n−1, and x2n are positive. Then Wα(x2n,x2n−1,···,x2,x1)
is a Hamburger-type weighted shift if and only if the following conditions hold

(i) 1
t2n ∈ L1(μ), 

∫
R

1
t2j−1 dμ > 0, 1 ≤ j ≤ n,

(ii) xj =
(‖ 1

tj−1 ‖L1(μ)
‖ 1

tj
‖L1(μ)

) 1
2

for 1 ≤ j ≤ 2n − 1, and

(iii) 0 < x2n ≤
(‖ 1

t2n−1 ‖L1(μ)
‖ 1

t2n ‖L1(μ)

) 1
2
.

Further, in this case the Hamburger measure ν−2n for Wα(x2n,x2n−1,···,x2,x1) is

dν−2n = λ−2nδ0 + x2
1 · · ·x2

2n · 1
t2n

dμ, where λ−2n = 1 − x2
1 · · ·x2

2n

∫
R

1
t2n

dμ.

Proof. (Sketch) We invoke Theorem 5.3 repeatedly. If the proposed extension exists and is Hamburger-type, 
view it as acting on a space with basis

e−2n, e−2n+1, . . . , e−2, e−1, e0, e1, . . .

in the obvious way. Since the extension is Hamburger-type, so is its restriction

W (−2) := Wα(x2n,x2n−1,···,x2,x1)|∨{ei}∞
i=−2

. (5.7)

It is clearly a backward 2-step extension of Wα and therefore we must have the conclusions of Theorem 5.3, 
including

x1 = 1( ∫
R

1
t dμ(t)

) 1
2
.

Also, we know the measure associated with W (−2) is of the form

dν−2 = λ−2δ0 + x2
1x

2
2

1
t2
dμ.

But since W (−4) (defined naturally as in (5.7)) is a backward 2-step extension of W (−2), we must have 
1
t2 ∈ L1(ν−2), and so necessarily λ−2 = 0 and also x2 is set at its maximum value

x2 =
( ∫

R

1
t dμ(t)∫

R

1
t2 dμ(t)

) 1
2

.

Since 1
t2 ∈ L1(ν−2) and λ−2 = 0 we get easily 1

t4 ∈ L1(μ), and other conclusions are equally simple. 
Repeating the process, we achieve the conclusion. �

We next give an example of a Hamburger-type weighted shift which is not Hausdorff-type but which 
allows Hamburger-type backward extensions.

Example 5.6. Let us consider a measure of the form

dμε = εδ−ε + χ[ε,1](t)dt, 0 < ε < 1,
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which is modified from (3.2). Since

γn =
∫
R

tn dμ = (−1)nεn+1 + 1
n + 1

(
1 − εn+1) , n ∈ Z+, (5.8)

it is obvious that γ2k > 0 for all k ∈ Z+. By (5.8), γ2k+1 = 2k+3
2k+2

(
1

2k+3 − ε2k+2
)
> 0 for any ε such that 

0 < ε < e−1. Let με be a moment measure with 0 < ε < e−1 and let Wα be the associated weighted 
shift. Then Wα satisfies the four conditions of (5.1) in Theorem 5.3. But it does not satisfy Theorem 5.5(i); 
indeed, 

∫
t−3 dμε = −1

2
(
ε−2 + 1

)
< 0. Hence Wα is Hamburger-type backward 2-step extendable but not a 

Hamburger-type backward 4-step extendable weighted shift.

We may now turn to perturbations. Theorem 5.3 shows that a non-zero perturbation in the weights α0

and α1 which yields a shift with property H(∞) must be, in fact, one fixing α1, and decreasing α0 (view 
W ′

α as a backward 2-step extension of Wα|∨{ei}∞
i=2

). What follows is the analogue of the rest of Theorem 2.1 
of [8], and with a similar proof.

Theorem 5.7. No finite perturbation of the weights of some Hamburger-type weighted shift Wα that actually 
changes some αj, j ≥ 1, can yield a Hamburger-type weighted shift Wα′.

Proof. The observation before this theorem shows that no perturbation limited to {α0, α1} can do other 
than as claimed. Consider then some perturbation actually changing some αj with j ≥ 2 and call the 
resulting weight sequence α′ and the resulting shift Wα′ , supposing the latter to have property H(∞). 
Choose k such that all weights α2k, α2k+1, . . . are left unchanged but one or both of α2k−1 and α2k−2 is 
changed (note k ≥ 2). For any shift Wβ we denote by W [m]

βm
the restriction of Wβ to ∨{em,em+1,···}, and 

note that it has weights βm, βm+1, . . . . If Wβ is Hamburger-type, and if m is even, let μ[m] be the asso-
ciated Hamburger measure (which exists since W [m]

βm
is Hamburger-type as a restriction). Since Wα′ has 

property H(∞), so does each W [2p]
α′

2p
. Clearly Wα′

2k−2
[2k−2] is a backward 2-step extension of W [2k]

α′
2k

with 

weights α′
2k−2, α

′
2k−1, . . . , but by the choice of k we have α′

2k = α2k, α′
2k+1 = α2k+1, . . .. Then Wα′

2k−2
[2k−2]

is a Hamburger-type backward 2-step extension of Wα2k
[2k], and so its first weight is specified completely 

and must be α2k−1. Further, since yet another backward extension Wα′
2k−4

[2k−4] is possible, citing Theo-
rem 5.5 we must have μ[2k−2]({0}) = 0. But then α′

2k−2 is completely determined by {α2k, α2k+1, · · ·} at 
its maximum value and using the last condition [with equality] one easily shows α′

2k−2 = α2k−2. But this 
contradicts the assumption that one of α2k−2 or α2k−1 was actually changed, and thus no such perturbation 
is possible. �
6. A three weights completion problem

Let α0, α1, α2 be positive real numbers with α0 < α1. In this section we discuss a Hamburger completion 
problem with three weights α0, α1, α2 as the initial data: the goal is to find a weight sequence α̂ extending 
α0, α1, α2 such that the associated weighted shift Wα̂ is Hamburger-type. (Note that the restriction α0 < α1

is harmless, as α0 ≤ α1 is forced by property H(1), and if α0 = α1 then the flatness result in Theorem 4.2
forces all weights equal.) For this purpose, we consider two possibilities:

1◦ the initial data give rise to a completion moment sequence which is Hamburger,
2◦ the initial data give rise to a completion moment sequence which is Hamburger with all positive moments.
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In the presence of 2◦ we may define a Hamburger-type weighted shift in the usual way (abiding by our 
assumption that weights are positive), but 1◦ is not enough for this. There are two approaches to trying to 
find some completion at least satisfying 1◦, and we turn to the first, leaving the second for remarks at the 
end of the section.

We may imitate the Curto–Fialkow construction (see [6, p. 231]). This is most easily described in terms of 
weights, so assume α0 < α1 as above. (Note also α2 ≥ α1 is the Stampfli case where a subnormal completion 
is possible.) Set

s0 = ψ1 −
√
ψ2

1 + 4ψ0

2 , s1 = ψ1 +
√

ψ2
1 + 4ψ0

2 , and ρ = s1 − α2
0

s1 − s0
, (6.1)

where

ψ0 = −α2
0α

2
1(α2

2 − α2
1)

α2
1 − α2

0
, ψ1 = α2

1(α2
2 − α2

0)
α2

1 − α2
0

, (6.2)

and define μ = ρδs0 + (1 − ρ)δs1 . We will claim that μ yields the correct moments (hence at least initial 
weights) to match the initial data, and so it induces a Hamburger completion at least in the sense of 1◦.

There are things to check (since we don’t assume α1 < α2). First, s0, s1 ∈ R, because the expression 
inside the defining square root is a quadratic in α2

2 which, after the substitution α1 = α0 + ε with ε > 0, has 
no real zeros. Since we know s0 is real, and hence this quantity is positive for α2 large enough (the Stampfli 
case), it must always be positive. So s0, s1 ∈ R. (Note that we expect that for the Hamburger-type case s0

may be negative, but this is in fact for us the case of interest.)
We also need ρ (real and) satisfying 0 ≤ ρ ≤ 1. That ρ is real is easy.
For ρ ≥ 0, one checks easily that ρ(kα0, kα1, kα2) = kρ(α0, α1, α2), where ρ := ρ(α0, α1, α2) is as in (6.1). 

So it suffices to consider the case in which α0 = 1. Then after substituting α2
1 = 1 + ε (with ε > 0) we must 

check

−1 + α2
2(1 + ε) − 3ε +

√
(1 + ε)(1 + 5ε + 4ε2 + α4

2(1 + ε) − 2α2
2(1 + 3ε)) > 0,

and via the usual technique of moving −1 + α2
2(1 + ε) − 3ε to the other side, squaring both sides, and 

simplifying, this turns out to be correct. For ρ ≤ 1, we have ρ = s1−α2
0

s1−s0
and we obviously need α2

0 ≥ s0. If 
s0 > 0 we are in the Stampfli subnormal case and know ρ ≤ 1; if s0 < 0, obviously α2

0 > s0. Therefore we 
may define the measure μ = ρδs0 + (1 − ρ)δs1 .

By a direct computation, we see easily that the pair of conditions p ≤ q and a < q
p+q in Lemma 6.3 below 

is equivalent to α0 ≤ α2 < α1. According to Lemma 6.3, if α2 < α0 < α1, then γn can be negative for some 
n ∈ N, which proves the “Moreover” part of Proposition 6.1.

Finally we arrive at the following.

Proposition 6.1. Let α : α0, α1, α2 be positive real numbers with α0 < α1. Then there exists a (2 atomic) 
measure μ = ρδs0 + (1 − ρ)δs1 with 0 ≤ ρ ≤ 1, where ρ, s0, s1 are as in (6.1) and (6.2), and a sequence 
{γ̂n}∞n=0 ⊂ R with γ̂j = γj (j = 0, 1, 2) such that

γ̂n =
∫
R

tn dμ, n ∈ Z+.

Moreover, if α0 ≤ α2 < α1, we can take a sequence α̂ = {α̂n}∞n=0 ⊂ R with α̂j = αj (j = 0, 1, 2) such that 
γ̂n = α̂2

0 · · · α̂2
n−1 for n ∈ Z+ (cf. (6.3) below).
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We remark that, in the case of “Moreover” part of Proposition 6.1, it is easy to verify that the weights 
satisfy the recursion

α̂2
n = ψ1 + ψ0

α̂2
n−1

n ≥ 1. (6.3)

(One approach is to define gα(t) = t2 − ψ1t − ψ0, compute that its roots are s0 and s1, deduce from this 
that 

∫
R
gα(t) dμ(t) = 0, and compute.)

Definition 6.2. Given initial positive weights α : α0 ≤ α2 < α1, we will denote the Hamburger completion 
sequence of weights arising via the construction captured in Proposition 6.1 by (α0, α1, α2)H .

Note that in this case we do not allow α0 < α1 < α2 for which there is a (Hausdorff) Stampfli completion, 
nor do we allow α0 < α1 = α2 for which there is a (flat) Hausdorff completion, and recall that α0 ≤ α1 is 
required by property H(1).

The following computational lemma will give us what we need to determine when the moments resulting 
are positive.

Lemma 6.3. Suppose p, q > 0 and 0 < a < 1, and consider the measure μ := aδ−p + (1 − a)δq. Then the 
moments γn are all positive if and only if p ≤ q and a < q

p+q .

Proof. It is easy to check that the problem “scales” in the sense that if c > 0, the moments arising from 
aδ−cp + (1 − a)δcq are positive exactly when those of μ are. Thus scaling by 1

p we may reduce to the case 
p = 1. But then the moments are

γn = a(−1)n + (1 − a)qn

so the second of the desired inequalities follows from considering n = 1 while the first comes from considering 
n large. �

We may then obtain the following; with a slight abuse of previous language, we will say that a moment 
sequence has some property H(n) with the obvious meaning.

Theorem 6.4. Let α0, α1, α2 be positive real numbers. Then the condition α0 ≤ α2 < α1 is equivalent to 
the assertion that the real numbers α0, α1, α2 produce a Hamburger completion (α0, α1, α2)H with strictly 
positive weights but whose associated weighted shift W(α0,α1,α2)H is not subnormal.

Proof. Suppose that α0 ≤ α2 < α1. Then extension to a weight sequence with a Hausdorff moment sequence 
is impossible (it is well known that such a moment sequence requires weakly increasing weights). Then using 
Proposition 6.1 we may produce the completion (α0, α1, α2)H whose moment sequence is Hamburger. To 
show that such a moment sequence is all positive, we use Lemma 6.3, the definitions in (6.1) and (6.2), and 
some easy computations. Thus we can produce positive weights for (α0, α1, α2)H .

Conversely, suppose that three initial weights α0, α1, α2 produce a Hamburger completion (α0, α1, α2)H
satisfying the given conditions. By Lemma 6.3, we have α0 ≤ α2. The inequality α2 < α1 follows from the 
discussion in Definition 6.2. �
Corollary 6.5. Suppose 1 ≤ y < x. Then (1, 

√
x, 

√
y)H has a backward 2-step Hamburger-type extension if 

and only if y < 2x−1 .
x
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Proof. The measure associated with (1, 
√
x, 

√
y)H is μ = ρδs0 + (1 − ρ)δs1 as in Proposition 6.1, and in 

meeting the requirements of Theorem 5.3 the sole concern is to check∫
R

1
t
dμ(t) > 0.

But direct computations (aided by s0+s1 = ψ1 and s0s1 = −ψ0) show that this latter condition is equivalent 
to y < 2x−1

x . �
Before closing this paper, we discuss briefly the other approach to completing the initial data α0, α1, α2

(with α0 < α1) to yield a Hamburger sequence of moments.

Remark 6.6. Let α0, α1, α2 (with α0 < α1) be given as three initial weights. The following approach is to 
build “flat extensions” of

C0 :=
(
γ0 γ1
γ1 γ2

)

in the sense of [7]. Under our assumptions C0 is invertible, and define

γ4 = −γ2
2 − 2γ1γ2γ3 + γ2

3
γ2
1 − γ2

,

B1 :=
(
γ2 γ3
γ3 x

)
=
(
γ2 γ3
γ3 γ4

)
and W := C−1

0 B1 =
(
ϕ1

0 ϕ2
0

ϕ1
1 ϕ2

1

)
.

Define Bj := Cj−1W and Cj := BjW recursively for j ∈ N. Obviously, each Bj and Cj is symmetric. It 
turns out that with some computations we may produce successively larger flat extensions

A2n =

⎛⎜⎜⎜⎜⎝
C0 B1 · · · Cn

B1 C1 · · · Bn+1
...

...
. . .

...
Cn Bn+1 · · · C2n

⎞⎟⎟⎟⎟⎠ =

⎛⎜⎝ γ0 · · · γ4n+1
...

. . .
...

γ4n+1 · · · γ8n+2

⎞⎟⎠ , n ∈ N0,

and

A2n+1 =

⎛⎜⎜⎜⎜⎝
C0 B1 · · · Bn+1
B1 C1 · · · Cn+1
...

...
. . .

...
Bn+1 Cn+1 · · · C2n+1

⎞⎟⎟⎟⎟⎠ =

⎛⎜⎝ γ0 · · · γ4n+3
...

. . .
...

γ4n+3 · · · γ8n+6

⎞⎟⎠ , n ∈ N0,

of C0. Since rankA2j = rankA2j+1 = rankC0 for all j, the extensions An of C0 are strictly positive. (The 
values γn are defined along the way in the process.) The resulting sequence {γn}∞n=0 is a Hamburger sequence 
since each An is positive. The relationship between the approaches is that as part of the construction just 
mentioned we generate a recursion in the moments involving ϕ1

0 and ϕ1
1, and it is easy to compute both that 

ϕ1
0 = ψ0 and ϕ1

1 = ψ1 and to show the resulting recursion is the same as in (6.3). Thus the two extensions 
coincide, and we followed the first approach since it yields the relevant Hamburger measure directly.
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